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Auxiliary function

The expected complete data log likelihood is given by

Qe,6% Yy & E | logp(xi, z?-,|9}} (1.22)
« _
Z E llog [H(Trkp(xz-]ﬂk))ﬂ(zi:k)H (11.23)
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Z z E[I{z = k)] loglmn{x:|04)] (11.24)
Zzp zi = klxi, 071) loglmp(x:104)) (11.25)

Z an log 7y + Z: ZT?A Tog p(x;|6) (11.26)

where 15 2 p(z; = kixi,ﬂ(t_l)) is the responsibility that cluster & takes for data point i.
This is computed in the E step, described below.

E step

The E step has the following simple form, which is the same for any mixture model:

{t—1)
Til, — "Tkp(xz EB ) (H.27)
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M step

In the M step, we optimize @ wrt 7 and the 6. For 7, we obviously have
1 Tk
~ Z rie = (11.28)

where 7, & 3. 1y is the weighted number of points assigned to cluster k.
To derive the M step for the g1, and 3, terms, we look at the parts of @ that depend on g,
and 35, We see that the result is

Uy ) = D ranlogp(xaléi) {1.29)
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This is just a weighted version of the standard problem of computing the MLEs of an MVN (see
Section 4.1.3). One can show (Exercise 11.2) that the new parameter estimates are given by

Hi = *Zi—::i}& {1.31
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